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A Threat to NATO Missions

By Dr Elie Alhajjar
United States Military Academy at West Point

Introduction

T he rapid progress in computer vision made possible by deep 
learning techniques has favoured the large diffusion of appli
cations based on Artificial Intelligence (AI). The ability to analyse 

different kinds of images and data from heterogeneous sensors is making 
this technology particularly interesting for military and defence appli
cations. However, these machine learning techniques were not designed 
to compete with intelligent opponents; therefore, the characteristics that 
make them so interesting also represent their greatest weakness in this 
class of applications. More precisely, a small perturbation of the input data 
is enough to compromise the accuracy of the machine learning algo
rithms and to render them vulnerable to the manipulation of adversaries 
– hence the term adversarial machine learning. 

Adversarial attacks pose a tangible threat to the stability and safety of  
AI and robotic technologies. The exact conditions for such attacks are  
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typically quite unintuitive for humans, so it is difficult to predict when and 
where the attacks could occur. In addition, even if we could estimate the 
likelihood of an adversary attack, the exact response of the AI system can 
be difficult to predict as well, leading to further surprises and less stable, 
less safe military engagements and interactions.1 Despite this intrinsic 
weakness, the topic of adversarial machine learning in the military indus
try has remained underestimated for some time. The case to be made here 
is that machine learning needs to be intrinsically more robust to make 
good use of it in scenarios with intelligent and adaptive opponents.

AI Systems Are Vulnerable

For a long period of time, the sole focus of machine learning researchers 
was improving the performance of machine learning systems (true positive 
rate, accuracy, etc.). Nowadays, the lack of robustness of these systems can 
no longer be ignored; many of them have proven to be highly vulnerable 
to intentional adversarial attacks and/or manipulation. This fact renders 
them inadequate for realworld applications, especially missioncritical 
ones. 

An adversarial example is an input to a machine learning model that an  
attacker has intentionally designed to cause the model to make a mistake. In 
general, the attacker may have no access to the architecture of the machine 
learning system being attacked, which is known as a blackbox attack.  
Attackers can approximate a whitebox attack using the notion of ‘transfer
ability’, which means that an input designed to confuse a certain machine
learning model can trigger a similar behaviour within a different model. 2

General concerns about the impacts of adversarial behaviour on stability, 
whether in isolation or through interaction, have been emphasized by  
recent demonstrations of adversarial attacks against these systems.3  
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Perhaps the most widely discussed attack cases involve image classification 
algorithms that are deceived into ‘seeing’ images in noise,4 i.e., white noise 
randomly generated that does not correspond to any image is detected as 
one, or are easily tricked by pixellevel changes so they classify a school bus 
as an ostrich, for example. Similarly, gameplaying systems that outperform 
any human (e.g., Chess or AlphaGo) can suddenly fail if the game structure 
or rules are slightly altered in ways that would not affect a human.5 Autono
mous vehicles that function reasonably well in ordinary conditions can, 
with the application of a few pieces of tape, be induced to swerve into the 
wrong lane or speed through a stop sign.6 This list of adversarial attacks  
is by no means exhaustive and continues to grow over time.

AI in Military Applications

Many NATO countries utilize AI and machine learning to improve and 
streamline military operations and other national security initiatives.  
Regarding intelligence collection, AI technologies have already been  
incorporated into military operations in Iraq and Syria, where computer 
vision algorithms have been used to detect people and objects of interest. 
Military logistics is another area of focus in this realm. The US Air Force uses 
AI to keep track of when its planes need maintenance, and the US Army 
uses IBM’s AI software ‘Watson’ for both predictive maintenance and analy
sis of shipping requests. Defence applications of AI also extend to semiau
tonomous and autonomous vehicles, including fighter jets, drones or  
unmanned aerial vehicles (UAVs), ground vehicles, and ships.

One might hope that adversarial attacks would be relatively rare in the 
everyday life since ‘random noise’ that targets image classification algo
rithms is actually far from random. Unfortunately, this confidence is almost 
certainly unwarranted for defence or security technologies. These systems 
will invariably be deployed in contexts where the other side has the time, 
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energy, and ability to develop and construct precisely these types of ad
versarial attacks.7 AI and robotic technologies are particularly appealing for 
deployment in enemycontrolled or enemycontested areas since those 
environments are the riskiest ones for our human soldiers, in large part 
because the other side has the most control over the environment.

Having realized the importance of the technological lead of AI develop
ment and application, NATO launched the Military Uses of Artificial Intelli
gence, Automation, and Robotics (MUAAR) project under the Multination
al Capability Development Campaign (MCDC) in 2020. The project’s scope 
was to develop concepts and capabilities to address the challenges  
of conducting joint coalition operations and provide assessments on 
them.8 The project’s objective aimed to assess present and future military 
tasks and functions that could benefit from AI, automation and robotics.  
It also considering paybacks in efficiency and cost savings.

Examples of the dangers posed by adversarial manipulation of machine 
learning classifiers in defence applications are abundant, with different 
levels of severity. For example, a Lethal Autonomous Weapons System 
(LAWS) might misidentify friendly combat vehicles as enemy combat vehi
cles. Likewise, an explosive device or an enemy fighter jet might get misi
dentified as a rock or a bird. On the other hand, knowing that an AI spam 
filter tracks certain words, phrases, and word counts for exclusion, attack
ers can manipulate the algorithm by using acceptable words, phrases, and 
word counts and thus gain access to a recipient’s inbox, further increasing 
the likelihood of emailbased cyberattacks.9

Conclusion

In summary, AIenabled systems can fail due to adversarial attacks inten
tionally designed to trick or fool algorithms into making a mistake. Such 
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attacks can target the algorithms of the classifiers (whitebox attacks) or 
target the output by just having access to the input (blackbox attacks). 
These examples demonstrate that even simple systems can be fooled  
in unanticipated ways and sometimes with potentially severe conse
quences. With the widespread range of adversarial learning applications in 
the cyber security domain, from malware detection to speaker recogni
tion to cyberphysical systems to many others such as deep fakes, genera
tive networks, etc., it is time for this issue to take center stage as NATO  
is increasing its funding and deployment into the fields of automation,  
AI, and autonomous agents. There needs to be a high level of awareness 
regarding the robustness of such systems before deploying them in  
missioncritical instances.

Many recommendations have been offered to mitigate the dangerous ef
fects of adversarial machine learning in military settings. Keeping humans 
in or on the loop is essential in such situations. When there is humanAI 
teaming, people can recognize an adversarial attack and guide the system 
to appropriate behaviours. Another technical suggestion is adversarial 
training, which involves feeding a machine learning algorithm a set of  
potential perturbations. In the case of computer vision algorithms, this 
would include images of the stop sign that displays those strategically 
placed stickers, or of school buses that include those slight image altera
tions. That way, the algorithm can still correctly identify phenomena in its 
environment despite an attacker’s manipulations.

Given that machine learning in general and adversarial machine learning 
in particular, are still relatively new phenomena, the research on both is 
still emerging. As new attack techniques and defence countermeasures 
are being implemented, caution needs to be exercised by NATO military 
forces in employing new AI systems in missioncritical operations. As other 
nations, particularly China and Russia, are making significant investments 
in AI for military purposes, including in applications that raise questions 
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regarding international norms and human rights, it remains of utmost  
importance for NATO to maintain its strategic position in order to prevail 
on future battlefields.
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