
Introduction

Military planners often focus on the development of 
individual capabilities without considering how they 
will work in concert with the rest of a nation’s forces 
or  let alone allied forces. As with any fine symphony 
orchestra, harmonizing these capabilities requires a 

world-class conductor. Command and Control (C2) 
systems – and their operators – are the military equiv-
alent of the conductor. It is intuitive that an improved 
C2 system can increase military efficiency and effec-
tiveness, comparable to the orchestra playing more 
swiftly and striving for the perfect performance. How-
ever, what is actually considered a C2 improvement 
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and how will such improvements be judged? Is it sim-
ply that a new C2 system can be considered better if 
the cost / benefit ratio at the strategic level is improved 
while controlling the same effect-delivering tools, or 
does improvement involve more aspects? The main 
factors for such improvements could be an increase 
of overall speed and a decrease in friendly force attri-
tion. Assuming that the outcome of a fair one-on-one 
duel between two competing systems at the tactical 
level is a relatively statistical coin toss, this fair balance 
needs to be influenced by the advantages gained 
from the tactical to the strategic levels. The following 
will look at some options and their benefits, as well as 
their drawbacks.

Situational Awareness

One way to skew the balance and improve the effect-
delivery of individual systems is to achieve better Sit-
uational Awareness (SA) than the opposing systems, 
which should enable optimized and faster decisions. 
This requires that all necessary information is avail
able in time for each process (e.g. planning, deploy-
ment, engagement) to create an advantage. This is 
often also called information superiority.1 The sheer 
amount of active and passive sensors (including both 
technical and human) available to NATO and its na-
tions, from all domains, produce massive volumes of 
data. The next steps are converting data to informa-
tion and then possibly to knowledge,2 followed by its 
dissemination to the required users. Hypothetically, 

assuming that the continuous data and information 
sharing of national sources is given, it needs to be 
decided what can, will, and must be delivered, and 
to whom. The knowledge to information conversion 
before transmission requires trust, but also needs to 
utilize less bandwidth to save time when serving 
more than one user. Trust applied to digital content is 
sometimes referred to as e-trust.3 However, this reduces 
the options for context analysis by a local commander /  
operator, which, in turn, emphasizes the need for data /  
information veracity. Additionally, the more data / in-
formation that is available, the more imperative ‘what 
is relevant’ must be determined to create the advan-
tage. Practically, this can only be done closer to the 
point of collection, unless the client knows exactly 
what he actually needs. This becomes less likely with 
the growing amount of available material, amplified 
by the bottleneck of distribution through existing net-
works. In addition, with the increasing volume of data, 
the actual need for computerized analytical support 
increases, which is true for detection, classification, 
identification, and the categorization of relevant data. 
This is where the constantly evolving fields of Artifi-
cial Intelligence (AI),4 Big Data,5 Deep Learning,6 and 
Quantum Computing7 can help to increase speed 
and efficiency.
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robots10 revolves around automated or autonomous 
decisions, lacking the meaningful human control when 
using lethal force. This can be avoided by keeping 
these decisions in human hands. However, if the oper
ator is not well trained, there could be little difference 
in the outcomes in some instances.

To use Surface-Based Air and Missile Defence (SBAMD) 
systems as an example, external cueing data allows 
for optimized emissions control and, therefore, later 
radiation detection and fewer electronic counter-
measures. This also supports the optimization of inter-
cept points and the employment of advanced fire 

Such enhanced efficiency also has its drawbacks. Not 
only do we have to think about, and deal with, new 
types of misinformation, since it has a different mean-
ing for an AI than for the human operator,8 but also 
the potential final recipients of the misinformation 
need to be trained accordingly. The human decision-
making process is based on two types of reasoning: 
1) more time-consuming deliberative reasoning, and 
2) automatic reasoning for routine decisions. Studies 
have shown that humans tend to use more automatic 
reasoning when interacting with automated systems.9 
The faster the system, the less likely the operator will 
use deliberative reasoning. The debate about killer 
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System of Systems  
in a Multi-Domain Environment

The overall efficacy of a military action relies on the 
capabilities used and the way they are employed. En-
hancing either will surely improve the outcome. How-
ever, just optimizing existing capabilities and processes 
will have limits, e.g. technical limitations or procedural 
insufficiencies, to achieve the necessary effect. This 
might necessitate the development of completely new 
approaches or capabilities. In the end, the result needs 
to deliver the envisioned benefits whilst remaining 
robust for contingency circumstances.

One-on-one or one-on-many engagements are the 
individual puzzle pieces of every military confron
tation, however, the overall purpose is to achieve a 
desired strategic end-state when using military 
force.13 Aside from individual system effectiveness, 
the art of military operations is to employ the selected 
military forces in concert to create overall advantage. 
At the operational / tactical level, the goal is to em-
ploy individual systems as synergistically as possible. 
Over the recent decades, the significantly increased 
SA has allowed military operations to switch from a 
more attrition-focused approach to a more effects-
based idea. Furthermore, the ability to network mili-
tary forces allows for increasingly dynamic joint and 
combined operations. In current NATO operations, a 
Joint Force Component leads the individual domain 
components (e.g. Joint Force Air Component), which 
provide capabilities in their respective domains. This 
necessitates, for example, the robust joint coordi
nation of combined forces for target and protected 
assets prioritization, while still employing a domain-
centric focus on effect-delivery itself. In this regard, a 
SBAMD unit, led by the air component, can provide 
coverage of an asset requested by the land com
ponent, or receive land or naval support for offence-
defence integration. Despite joint coordination, 
domain planning remains mostly at the domain 
component level. One method to gain an advantage 
is to plan and execute faster than the opponent’s 
planning cycle, denying the adversary an oppor
tunity for optimal execution. The better the overall 
SA, the better the military planner can define and 
understand the problem space.14 All of our available 

control concepts11 like engage- or launch-on-remote. 
However, following several fratricide incidents by 
SBAMD units in Operation Iraqi Freedom, a United 
States Department of Defense report12 stated three 
shortfalls, which led to these sometimes-fatal circum-
stances. Firstly, critical identification systems performed 
poorly; secondly, there was a significant lack of SA in 
the air defence systems; thirdly, the SBAMD concept of 
operations did not match the actual operational con-
ditions, yet the operators were trained to trust the sys-
tem. This supports the notion that technical options 
need to go hand in hand with operational require-
ments and, most importantly, adequate training.
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benefit greatly from improved SA, resulting in opti-
mized firing and emissions control doctrines, better 
shot management of layered defences and an overall 
better use of the defensive inventory. However, the 
level of unit mobility will have a significant impact on 
the added value for flexible employment decisions. 
Long-range SBAMD units have relatively low mobility, 
which won’t allow for very rapid, long-distance re
deployments to cover ad-hoc mission changes. Short-
range SBAMD units, however, have higher mobility and 
will be able to provide coverage in a more flexible way. 
With significantly increased SA and enhanced planning 
and execution tools (e.g. AI-enabled) at the joint level, 
it  could be possible to bring a construct like Joint 
All-Domain Operations17 to life. This could, in turn, en
able faster planning-to-execution cycles, multi-domain 
dilemmas for the opponent and concentration of an 
effects-based approach towards the desired end-state. 
Although it sounds promising, this approach has at 
least two downsides that must be considered.

Downsides of C2 Relying on  
Technological Constructs

The development of new C2 constructs based on new 
technological achievements is not an original idea. We 
can assume that our potential adversaries are working 
on similar concepts, also that they are speeding up the 
operational tempo. Keeping sufficient SA for an ade-
quate understanding of the problem space will be-
come more complex. Additionally, our decision cycle 
must constantly speed up to be able to inject effects 
into the opponent’s planning process. Since the use 
of human operators itself represents a limiting factor 
when it comes to processing speed, new C2 constructs 
have to rely more and more on technological solu-
tions. This might lead to the military equivalent of 
a  technological singularity,18 a battlefield singularity,19 
where human cognition can no longer keep up with 
machine speed. Therefore, by starting the process of 
speeding up future warfare with the help of com
puters, AI, or deep learning, we must be aware of the 
consequences to the overall process. In addition, our 
ethical and judicial framework must address this di-
lemma as well. For a moment, let us consider that 
this challenge can be met and a viable C2 construct of 

effects, which will help transform the problem space 
into our  desired end-state, can be considered the 
solution space.

When thinking in terms of effects, the anticipated odds 
of applying an effect successfully needs to be maxi-
mized. There are two ways of achieving this: by using 
new weapons, like hypersonic glide vehicles, which 
promise a high probability of success by exploiting ad-
versary capability gaps, or by combining various capa-
bilities from one or more domains to degrade an effec-
tive countermeasure. Every delivered effect changes 
our problem space, which has a subsequent effect 
on our plans. Currently, air operations and associated 
air tasking orders are typically planned and executed 
in  72-hour cycles, allowing for adaptation to problem 

space changes.15 Other component commands have 
different planning cycles, which are synchronized at 
the joint level. With optimal problem and solution space 
awareness at the joint level, supported by available net-
works and modern software tools, this process can be 
streamlined to reduce the length of planning cycles 
and to include solutions with a more robust use of 
effects from multiple domains towards one objective 
with less extensive coordination. In addition, the re
lationship between supporting and supported units 
should become more flexible in multi-effect missions, 
since the chosen command relationship construct 
could be ad-hoc, effect-dependent, and less long-term 
mission centric. This even more centralized planning 
and decentralized execution will further transform 
domain components into mostly capability custodians 
and effect providers. The military decision space will 
move up in the C2 hierarchy, with the lowest level mili-
tary entity planned to be the provider or contributor of 
a robust effect, while robust has to be defined from a 
multi-domain viewpoint. This might also have an im-
pact on which and how nations contribute forces to 
NATO operations, since the ad-hoc, agile force planning 
can be stymied by the national red-card holder con-
cept.16 For execution, at the tactical level, the magni-
tude of the change is dependent on the versatility of 
the tactical capability in affecting the battlespace and 
providing broader effects. Highly mobile air assets, 
especially those with a wide spectrum of payloads for 
various effects, could be used even more flexibly and 
effectively than before. SBAMD systems, in general, will 
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correct engagements and the provision of an unam-
biguous air picture without PNT service. Therefore, 
both methods, with and without GPS, constantly have 
to be practiced. However, the increasing reliance on 
technological solutions in future complex C2 systems 
bares similar issues. The overall system needs to be 
prepared to function under all circumstances. The 
more robust the underlying technology for future C2 
constructs becomes, all-encompassing from core (e.g. 
Intelligence, Surveillance and Reconnaissance plat-
forms or planning / execution tools) to enabling sys-
tems (e.g. communication networks or PNT), the less 
we have to think about legacies; but this will be costly 
and time-consuming. Robustness of a system, defined 
as operating correctly in the presence of exceptional 
inputs or stressful conditions,21 can only be tested 
against all currently imaginable conditions and in-
puts. Therefore, robustness needs to be continually re
assessed and constantly maintained, especially in a 
rapidly evolving environment.

Conclusion

Technical innovations have always allowed for im-
provements in military warfare. Still, just because 
something is technologically feasible, that does not 
mean it can be incorporated with ease or without side 
effects. Optimized SA and more capable tools will al-
ways allow for better and faster planning and exe
cution. However, this capability needs to be as robust 

future warfare created. The human actor / operator, 
from the political / strategic level down to the tactical 
level, needs to adapt and train to function in such an 
environment. Thinking in fast-paced, multi-domain 
effects terms requires specialized and empowered 
personnel. Since, from an engineering perspective, it is 
easier to develop something against an existing capa-
bility, it can be assumed that future adversaries will 
design options to interrupt or negate this new envi-
ronment. For example, an adversary could use quan-
tum computing to decipher our secure communi
cations, which would significantly impact availability, 
reliability, and secrecy of data / information. Therefore, a 
contingency plan needs to be prepared, available, and 
exercised. This contingency plan requires not only the 
availability of fall-back technology for planning, exe
cution, and communication, but also the human ca-
pacity to remain proficient in both future and current 
C2 constructs. With limited military equipment and 
available time, this could become a challenge for re-
source management. A current example is our reliance 
on Position, Navigation and Timing (PNT) systems such 
as Global Positioning System (GPS). GPS makes warfare 
significantly more efficient and effective, but denial of 
this service is relatively easy using simple tactics such 
as jamming or spoofing of GPS signals.20 Therefore, sol-
diers need to be able to use the benefits of PNT, recog-
nize the potential for interference, but also retain the 
ability to execute their missions without GPS. A good 
example of GPS interruption in the SBAMD realm is the 
accurate emplacement of sensors and shooters for 
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as possible in all anticipated scenarios, backed by suit-
able fall-back options. All personnel must be suffi-
ciently educated and trained in both worlds and able 
to switch seamlessly between the two. Also, the in-
creased speed of military operations, due to technical 
support, must be balanced with human capabilities in 
an ethical and legal framework. The more complex 
systems become, the more emphasis needs to be 
placed on maintaining robustness and resilience in 
a constantly evolving environment. It is not about a 
one-time procurement of a C2 toolkit, rather the con-
stant evolution of systems and the requisite educa-
tion and training of the operators at all levels. Giving 
the orchestra some new instruments or a new con-
ductor will certainly require fine-tuning, continuous re
hearsal, and a genuine performance review, always with 
a fall-back option to replicate familiar quality standards 
to satisfy listener’s expectations.

However, there is no real alternative to choosing the 
path of evolving our C2 systems, because potential 
opponents will be doing the same and thereby po-
tentially gaining a decisive, hard-to-match advantage. 
Potential autocratic opponents may have far less 
restrictive legal and ethical boundaries for the em-
ployment of emerging technologies (e.g. AI, deep 
learning) and can, therefore, field these capabilities 
unconstrained. Hence, our system not only needs to 
keep up with this pace, but also needs to be capable 
of compensating for employment limitations with 
other means, allowing us to stay competitive. 
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